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We document individuals’ willingness to pay to control their own payoff. Experiment participants choose whether to bet on themselves or on a partner answering a quiz question correctly. Given participants’ beliefs, which we elicit separately, expected-money maximizers would bet on themselves in 56.4 percent of the decisions. However, participants actually bet on themselves in 64.9 percent of their opportunities, reflecting an aggregate control premium. The average participant is willing to sacrifice 8 percent to 15 percent of expected asset earnings to retain control. Thus, agents may incur costs to avoid delegating, and studies inferring beliefs from choices may overestimate their results on overconfidence. (JEL C91, D12, D82, D83)

Many people prefer to maintain control over the events that affect their lives. Despite a robust psychological literature on the “Desire for Control,” its economic consequences have been largely overlooked. To the extent that the feeling of control contributes to subjective well-being (Benjamin et al. 2012), people will pursue it as an objective and be willing to incur costs to retain it.

Thus, a preference for control can influence economic and managerial decisions, in particular, by undermining the willingness to delegate tasks to others. For example, it might lead an investor to avoid relying on a more skilled financial agent, or an executive to micromanage her subordinates, even if they have more specialized skills. This influence has consequences for our understanding of behavior and welfare, and methodological implications for the inference of beliefs from behavior, as has become common in the study of overconfidence, for example.

In this paper, we take a first step at investigating the impact of preferences for control by experimentally measuring the control premium: the monetary cost that...
people are willing to incur in order to retain control over their own payoffs. Each participant took a short quiz, but first made a series of choices between an asset that paid $20 only if she later answered a particular quiz question correctly and one that paid the same amount only if her partner (“Match”) later answered a different question correctly. Participants retained payoff autonomy by choosing payment contingent on their own correct answer, rather than that of their Match. Importantly, as both choices can only yield $0 or $20, risk attitudes are not confounded with a willingness to pay for control.

The experiment featured two main conditions. In the *Choice* condition, participants simultaneously previewed a randomly selected question from their own quiz and one from their Match’s quiz. In the same step, they chose the question upon which to risk their contingent payment, without ever being asked to report probability estimates. In three different versions of the *Probability and Choice* condition, they previewed the questions and, in the same step, reported the probability with which they expected each question to be answered correctly. Next, they chose between the two assets, but without viewing the questions again. Instead, they were shown the likelihoods that they had estimated for each question.

Divorcing the elicitation of beliefs from the asset choice allows us to separate the influence of (overconfident) beliefs from that of preferences on participants’ decisions. We quantify the desire for control by comparing participants’ actual asset choices to those predicted—using reported subjective beliefs—for an expected-money maximizer. First, we make aggregate-level, between-subjects comparisons, pitting the behavior of the participants in the *Choice* condition against that predicted using the beliefs of the participants in the *Probability and Choice* conditions, who reported their beliefs before learning of the pending asset choice. Then we measure the control premium at the individual level, comparing within-subject the beliefs and behavior of the participants in the *Probability and Choice* conditions.

Both methodologies yield evidence of a nontrivial control premium. Participants in the *Choice* condition staked their earnings on their own performance in 64.9 percent of their choices, far in excess of the 56.4 percent of the instances in which self-reliance would be chosen—according to the beliefs expressed in the *Probability and Choice* conditions—by expected-money maximizers. At the individual level, over 80 percent of our participants follow a cutoff strategy, choosing payoff autonomy if and only if the expected cost is below a fixed level. Preferences for control are heterogeneous. While the modal cutoff is zero, consistent with no control premium, more than 25 percent of the participants exhibit a positive control premium and some exhibit an aversion to control. The average cutoff corresponds to a control premium of $0.62 to $1.19, which amounts to 8 percent to 15 percent of the average earnings from the asset choice. The existence of these cutoffs and the fact that they are frequently nonzero, yet rarely extreme, suggests that the preference for control exerts a consistent, well-behaved, nontrivial influence on delegation decisions.

2 Closely related to our work is that of Charness and Gneezy (2010), who, in part of their study, let participants choose whether to roll a die used to resolve the uncertain return of an asset or to allow the experimenter to do it. However, without eliciting participants’ beliefs about the outcomes of a die rolled by themselves versus the experimenter, one cannot judge whether participants believed they could influence the outcome more favorably than the experimenter and whether their behavior was consistent with expected payoff maximization given their beliefs.
Participants are likely to have private information about their own knowledge and to have less precise beliefs about others’ performance than about their own. Thus, ambiguity aversion might sway participants to choose a probabilistically inferior asset that depends upon their own success. Rather than viewing ambiguity aversion as a possible confounding factor, we allow that it may contribute to and partially explain the existence of a control premium. To gauge the extent to which this is true, we vary ambiguity across three different Probability and Choice conditions. To accomplish this, we alter the amount of information participants have about their Match and the difficulty of the Match’s question, thereby varying the difference in ambiguity inherent in the estimates of the Match’s performance and their own. While the aggregate control premium diminishes with ambiguity, this result is largely driven by a few individuals. Furthermore, individual cutoffs reflect a stronger control premium, on average, as ambiguity decreases. Thus, our conclusions on the relationship between ambiguity aversion and the control premium are somewhat mixed.

This research contributes to the growing experimental literature on delegation decisions. In contrast to recent studies showing how the use of intermediation to shift blame for a harmful decision can reinforce the agency relationship (Fershtman and Gneezy 2001; Bartling and Fischbacher 2012; Coffman 2011; Oexl and Grossman 2013; Hamman, Loewenstein, and Weber 2010), we highlight a factor that undermines it. Previous studies, such as Falk and Kosfeld (2006) show that the exertion of power over others can adversely affect the principal-agent relationship, but they cannot directly attribute the behavior they observe to a preference for control or autonomy, as we do. While Fehr, Herz, and Wilkening (2013) and Bartling, Fehr, and Herz (forthcoming) show that people intrinsically value authority or power over others, our research demonstrates that they also value independent control over their own outcomes in situations lacking any conflict of interest.

Our findings also have important methodological implications pertaining to the practice of inferring beliefs from choices, most directly in the study of overconfidence (e.g., Camerer and Lovallo 1999; Svenson 1981). Proper scoring rules, such as the quadratic scoring rule (Selten 1998), are a primary tool used to directly elicit beliefs. They have attractive incentive properties, but they can be difficult to explain to subjects and they are sensitive to risk-aversion (Offerman et al. 2009). To avoid these pitfalls, researchers have broadened the methods they use to elicit confidence levels beyond declarations of confidence and statements of probabilities to include making inferences about or even explicitly calculating probabilistic beliefs from choices (see, for example, Grether 1992; Blavatskyy 2009; Abdellaoui, Vossmann, and Weber 2005; Hoelzl and Rustichini 2005; Holt and Smith 2009; Ericson 2011; Hao and Houser 2012; Hollard, Massoni, and Vergnaud 2010). These methods are simple and insensitive to risk attitude, but they cannot pin down beliefs without assumptions about other factors such as image concern, ambiguity aversion, and a preference for control.

Despite a lifetime of feedback, many individuals remain overconfident both about their relative performance (Mobius et al. 2011; Eil and Rao 2011) and their absolute performance (Grossman and Owens 2012), distorting behavior (Malmendier and Tate 2005).
The control premium reflects a preference, distinct from the illusion of control (Langer 1975), which is a miscalibrated or biased belief and a potential source of overconfidence. Research that fails to make this distinction while drawing inferences about beliefs from choices risks confusing preference-driven behavior with overconfidence. Both a preference for control and overconfidence could inhibit a person’s willingness to delegate. Our finding of a preference-based control premium calls into question the accuracy of any research that does not take into account preferences that might generate costly self-reliance, such as the desire for control, when inferring beliefs from choice. In Section III, we provide an example of how to reinterpret the results of previous studies that quantify overconfidence, given our finding that more than half of the behavior that commonly is interpreted as evidence of overconfidence is in fact driven by a preference for control. This distinction also has welfare implications. While financial losses due to miscalibrated beliefs are easy to interpret as reducing welfare, it is not clear that similar losses due to a preference-driven control premium should be viewed in the same way.

I. Experimental Design

We conducted the experimental sessions at the Laboratory for Experimental and Applied Economics at the University of Delaware and recruited participants from the laboratory’s subject pool (largely comprised of undergraduate economics and business majors). The experiment was programmed and conducted with the software z-Tree (Fischbacher 2007). Full instructions for all conditions, as well as screenshots are presented in the online Appendix. Each session lasted roughly 80 minutes, included between 7 and 13 participants, and featured one experimental condition. Each participant took part in only one session and earned either $0 or $20, plus a show up fee, paid privately in cash at the end of the session.

Upon arriving at the experiment, participants were randomly assigned to take one of two quizzes, Quiz A or Quiz B. They were anonymously matched with another person, whom we called the participant’s “Match,” who had been assigned to take the other quiz. Then they completed the protocol for either the Choice condition or for one of the three ambiguity variants of the Probability and Choice condition, all of which are described in the following subsections.

---

4 While the desire for control and the illusion of control are distinct, they may be connected. Many studies, starting with Burger and Cooper (1979), find the illusion of control most prevalent in individuals with a high desire for control. Burger (1986) and Fenton-O’Creevy et al. (2003) suggest a causal link, with the high desire for control distorting these individuals’ perception of causality. A related, but distinct, psychological concept is the “locus of control” (Burger 1984; Rotter 1990; Lefcourt 1982; Phares 1976), which is a measure of how much control people feel that they have over their lives.

5 The software is available upon request.

6 The show up fee was $5 in all conditions except the Choice and Probability and Choice—Minimal Ambiguity conditions, in which it was $10 because of a longer session duration.

7 For clarity, we use female pronouns for an arbitrary participant and male pronouns for that participant’s Match.
A. The Probability and Choice Conditions

The Probability and Choice (PC) conditions all shared a four-part protocol and differed mainly in the information available about the Match during the belief elicitation in Part 1. Participants read instructions for Part 1 and completed Part 1, before reading the instructions for Parts 2 through 4 and completing those parts. Each set of instructions was also read aloud by an experimenter.

Participants were randomly assigned to one of three payment groups, numbered 1–3, each with equal likelihood. Members of group 1 were paid according to the results of Part 1, group 2 was paid according to the results of Part 2, and group 3 was paid according to the results of Part 3. Participants were not told to which group they had been assigned until the end of the experiment. In Part 4, participants completed questionnaires, which did not affect earnings.

Part 1: Quiz Previewing and Belief-Elicitation.—In the three Probability and Choice (PC) conditions, each participant individually previewed each of the questions from both quizzes, both hers and that of her Match, for 15 seconds each. Each quiz consisted of ten logic and reasoning questions, the majority selected from a book of Mensa quizzes (Grosswirth, Salny, and Stillson 1999). After previewing each question, each participant estimated the likelihood that it would be answered correctly: by herself if the question were taken from her own quiz and by her match if the question were taken from the match’s quiz, when the quiz was completed in Part 3.

We judged 15 seconds to be enough time to read the question and gauge difficulty, but short enough to render solving the questions unlikely. Participants were reminded that, when it was time to answer the questions, they would have an entire minute to do so. The questions were previewed in the order they appeared on the quizzes, with the exception that the source alternated between the quiz the participant was to take and the Match’s quiz. Figure 1 shows a screenshot of a sample preview screen. Participants were told that they would answer each question in Part 3, but they did not learn about the asset choices of Part 2 until after Part 1 was completed.

After 15 seconds, the screen automatically advanced to a belief-elicitation screen. If the previewed question had been from the participant’s own quiz, she entered the percent chance with which she believed she would answer that question correctly. We denote the corresponding probability $p_s$. Figure 2 shows a screenshot of the elicitation.

For questions from the Match’s quiz, the participant entered the percent chance with which she believed her Match would answer the question correctly, with the probability denoted $p^m$. We varied the information provided on this screen across three ambiguity variants of the PC condition. In the Probability and Choice: Baseline (PCB) condition, the only information participants had to inform $p^m$ was the question itself. In the Probability and Choice: reduced Ambiguity (PCRA) condition, the participant was also given her Match’s own stated $p_s, p^m(M)$, an indicator of the

---

8 A longer preview period may have led to extreme estimates for each participant’s own questions, reducing the likelihood that the asset choices would feature similar likelihoods.
Match’s confidence in his own ability to answer the question. In the Probability and Choice: Minimal Ambiguity (PCMA) condition, participants were given three pieces of information potentially relevant to the Match’s ability to answer the question: (i) as an indicator of the Match’s general quiz-taking ability, his score on a preliminary quiz—taken before Part 1 and administered only in this condition—consisting of ten questions from the same source as the main quizzes;9 (ii) as an indicator of the difficulty of the specific question, the percent of participants answering it correctly in previous sessions, and (iii) the information provided in the PCRA condition.

Figure 3 shows an elicitation screen for a question from the match’s quiz, for each of the PC conditions. The computer automatically advanced to the next preview after the participant entered a value. We used a crossover mechanism (Allen 1987; Grether 1992; Karni 2009) to incentivize the statements of \( p_s \) and \( p_m \) for Part 1.10

Part 2: Binary Asset Choices.—In Part 2, each participant made ten binary choices between two assets, each of which would pay $20 contingent on a correct answer to a specified quiz question, one selected from her own quiz (Asset S), and one from

\[ \text{Figure 1. An Example of a Preview Screen from the Probability and Choice Conditions} \]

\[ \text{Figure 2. A Belief-Elicitation Screen Probability and Choice Conditions for a Question from the Participant’s Own Quiz} \]


\[ \text{Question 1B: If 8-22-5-22-13 equates to seven, and 7-4-12 makes two, how would you write ten?} \]
\[ \text{Answers: 1) 12-4-14, 2) 7-22-13, 3) 7-22-14, 4) 20-5-14, 5) 20-5-13} \]

\[ \text{YOUR ANSWER:} \]
\[ \text{Please enter how likely you believe it is that you will answer Question 1A correctly.} \]
\[ \text{In previous experimental sessions, 14% (2 out of 14) of participants correctly answered Question 1A.} \]
\[ \text{Your entry must be between 0 and 100 percent.} \]
\[ \text{Note: 0 means there is no chance of a correct answer and 100 means no chance of an incorrect answer} \]

---

9 Like in Part 3, participants were given 60 seconds to answer each question. Questions were incentivized via a fourth “payment group” in the PCMA condition that paid $20 if a participant answered a randomly selected question from the preliminary quiz correctly. The complete list of questions can be found in the online Appendix. In the instructions for the MA condition, the preliminary quiz was referred to as Part 1, and the remaining parts as 2–5. Instructions are available in the online Appendix.

10 One of the 20 previewed questions (ten for the participant herself, and ten for her match) was selected randomly for each member of payment group 1, with each equally likely. We compared the probability estimated by the participant for the selected question to a randomly drawn probability, \( p \). If the belief exceeded the drawn probability, then the participant was paid $20 if the selected question was answered correctly and $0 if it was answered incorrectly. Otherwise, the participant was given a lottery that paid $20 with probability \( p \) and $0 with probability \( 1 - p \).
Only after completing Part 1 did participants read the instructions to Part 2. Thus, they expressed $p^s$ and $p^m$ in Part 1 without the knowledge that the binary asset choices in Part 2 were to come. As shown in Figure 4, each participant was reminded of the probabilities, $p^s$ and $p^m$, that she herself had previously estimated for each corresponding correct answer. Participants were not shown the questions themselves at this point, as this would allow them to reassess the likelihood of correct answers, possibly rendering the previously stated $p^s$ and $p^m$ inaccurate. Importantly, $p^s$ and $p^m$ were the only pieces of information that participants had on which to base their choice of assets.

\footnote{During the experiment sessions, the neutral terms “Option X” and “Option Y” were used to refer to “Asset S” and “Asset M,” respectively, as shown in Figure 4.}
For each of the ten binary choices, the two questions were randomly selected, with replacement, with an equal likelihood for each question of each quiz. This selection method yielded a variety of pairings of \( p \) and \( p^m \) for the binary asset choices, including some in which the estimated probabilities are very different from one another. One of the ten binary choices was selected for payment for members of payment group 2, each with an equal likelihood.

Two features of the asset-choice protocol are worth noting. First, by fixing the two possible outcomes at $0 and $20 and varying only the perceived probability of the higher payoff, we avoid the complication of risk attitudes affecting the binary asset choice. Second, the fact that we only show the previously stated probabilities during the asset choice—not the actual questions—likely elevates the salience of the probability estimates in the decision-making process. With the probabilities staring her in the face, a participant with a positive taste for control may be inhibited from expressing a desire so nakedly inconsistent with money maximization. For this reason, we regard comparing the beliefs stated in the PC conditions with the behavior observed in the Choice condition to be most appropriate for measuring the control premium in aggregate.

**Part 3: The Quiz.**—In Part 3, participants answered the 10 questions of their quiz, with 60 seconds allotted for each question. The complete list of questions can be found in the online Appendix. For payment group 3, one of the ten questions was randomly selected, with each one equally likely, and the participant was paid $20 if she answered the selected question correctly.

**Part 4: Questionnaires.**—In Part 4, participants first completed a brief demographic questionnaire, recording age, gender, and course of study. Then, they answered the questions of Burger and Cooper’s (1979) Desirability of Control (DC) scale, a questionnaire that measures individual preferences for control. After Part 4, participants learned their payment group and were paid.

---

12 The DC test has responders report their level of agreement with 20 statements using a 7-point Likert scale, with 1 indicating “strongly disagree” and 7 indicating “strongly agree.” The DC Scale examines several facets of control including: the desire to make decisions for oneself, the desire to take leadership roles, the desire to avoid situations where others are in control, and the desire to plan or prepare to maintain control over future situations. The full set of questions used in the scale is available in the online Appendix.
B. The Choice Condition

Participants in the Choice (C) condition simply chose between Assets $S$ and $M$, but were never asked to report estimates of $p^s$ or $p^m$. Instead, they were simply shown the question previews and asked to choose, as shown in Figure 5. They were allowed 30 seconds to make their asset choice, matching the combined preview time in the PC conditions. The 22 participants in this condition each answered 15 questions and made 15 binary choices, compared to 10 each in the PC conditions. Other aspects of the Choice condition, including payment$^{13}$ and the questionnaire, mimic those in the PC conditions.

II. Results

We conducted 11 sessions with a total of 108 participants (22 in C, 33 in PCB, 27 in PCRA, and 26 in PCMA), yielding a total of 330 answers and choices in the C condition and 860 answers and 860 choices in the three PC conditions. We discarded 14 asset choices in the C condition and 47 in the PC conditions, for which we lacked probability estimates or for which choices were not entered in time, leaving 316 choices for our analysis in the C condition, and 813 in the PC conditions.$^{14}$ The chosen asset paid off in 454 (40.2 percent) of the 1,129 decisions, yielding an expected earnings from the asset choice of $8.04—worse than if participants had chosen randomly. Average total earnings across all sessions were approximately $17.

We begin with aggregate analysis, comparing between-subjects the choices in the C condition with the probability estimates in the PC conditions, treating each choice as an independent observation and ignoring individual effects. Having both

---

$^{13}$There were only two payment groups in the Choice condition, analogous to payment groups 2 and 3 in the PC conditions.

$^{14}$For the first 6 sessions, the program recorded a default likelihood of 0 if no likelihood was entered, so subjects were unable to distinguish whether their Match failed to make an estimate in time, or they actively entered a probability of 0. Thus, for these sessions, all binary choices for which $p^s = 0$ or $p^m = 0$ are omitted from our analysis.
choice and belief data from participants in the PC conditions, we also compare their beliefs to their own choices in the aggregate. We then turn to individual behavior, examining the consistency of beliefs and choices within-subject in the PC conditions. Finally, we compare behavior across the three PC conditions to assess the sensitivity of our results to the presence of ambiguity. In the Appendix, we provide further analysis of the accuracy and formation of beliefs and of the findings of the post-quiz questionnaire.

A. Aggregate Analysis

Participants in the *Choice* condition heavily favor Asset $S$. Figure 6 summarizes the number of times out of her 15 asset choices that each individual participant chose Asset $S$.\(^{15}\) Eighteen out of 22 participants choose Asset $S$ in more than half of their opportunities. In the aggregate, participants’ widespread tendency toward self-reliance is shown in the top row of Table 1, which reports that in their 316 asset choices, these participants selected Asset $S$ 205 times (64.9 percent).

Next, we examine the extent to which this tendency is consistent with choosing the asset perceived most likely to yield the $20 payment, a behavior that maximizes expected earnings and we refer to as following the $p$-max strategy. The last column of Table 1 reports the rate at which, given the beliefs reported by participants in the PC conditions, Asset $S$ would be chosen under the $p$-max strategy, calculated as the proportion of choices for which $p^s > p^m$, plus exactly half of the instances for

\(^{15}\) Of the 330 total binary choices, 14 from 8 different participants were not entered within the allotted 30 seconds. For these participants, we normalized by multiplying the percentage of their entered choices favoring Asset $S$ by 15.
which $p^s = p^m$. In this counterfactual, Asset $S$ is favored in only 56.4 percent of the 813 choices, which is a lower proportion than that observed in the $C$ condition.\footnote{For 67 of the 813 observations in the PC conditions, $p^s = p^m$, meaning that an expected money maximizer would be indifferent between the two assets. For the purposes of constructing a counterfactual behavioral benchmark, we choose to assume that an expected money maximizer would randomize between the assets in these cases and be equally likely to choose each asset. Though we could use other methods to calculate the benchmark, this method feels the most evenhanded and, among other possible methods, even the least charitable yields the same qualitative conclusion. The $p$-max benchmark becomes 56.9 percent (426 of 749) if choices for which $p^s = p^m$ are excluded.} Thus, the $Choice$ condition participants chose Asset $S$ at a rate 15 percent in excess of that predicted. The 8.5 percentage point gap between the two conditions reflects a residual preference for some property of Asset $S$, such as payoff autonomy or self-reliance, which is independent of the asset’s perceived financial properties and cannot be explained by miscalibrated beliefs. We use the control premium as an umbrella label to refer to the willingness-to-pay for this property.

In the $Probability$ and $Choice$ conditions, participants first estimate $p^s$ and $p^m$ and then are confronted with these estimations when they make their asset choices. We hypothesize that this process would inhibit the expression of the control premium and, indeed, behavior in these conditions hews closer to the $p$-max strategy. Participants chose Asset $S$ in 59.9 percent of their choices, less frequently than the 64.9 percent in the $C$ condition.

Because the control premium is more likely to impact behavior when the differences in expected earnings are small, we now focus on the subset of the choices in the PC conditions for which $p^s$ and $p^m$ are within 0.10 of each other. The bottom row of Table 1 shows, for this subset, the $p$-max prediction for Asset $S$ choices and the actual choices. Despite a lower $p$-max prediction of 53.8 percent, the 65.8 percent rate at which Asset $S$ was chosen is higher than that of the overall sample. This “close calls” subset constitutes 29 percent of the overall sample, but accounts for 66 percent of the deviations from the $p$-max strategy. Thus, the control premium mainly affects choices for which the difference in expected returns for the two assets is small, but it plays a major role in these choices. In other words, participants are sensitive to the cost of control, as if the premium they are willing to pay for control is stable and well-behaved.

This price sensitivity is further illustrated in Figure 7, which charts the frequency with which Asset $S$ was chosen for various levels of $|p^s - p^m|$ in the PC conditions. When $|p^s - p^m| > 0.20$, subjects almost exclusively conformed to the $p$-max strategy. We see low levels of deviation when 0.10 < $|p^s - p^m|$ ≤ 0.20 and even more when 0 < $|p^s - p^m|$ ≤ 0.10, in both cases with greater deviation to the left of 0,

<table>
<thead>
<tr>
<th>Observations</th>
<th>$S$ chosen</th>
<th>$p$-max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choice</td>
<td>316</td>
<td>64.9</td>
</tr>
<tr>
<td>Probability and choice</td>
<td>813</td>
<td>59.9</td>
</tr>
<tr>
<td>Probability and choice, $</td>
<td>p^s - p^m</td>
<td>\leq 0.10$</td>
</tr>
</tbody>
</table>
where deviating comes in the form of favoring Asset S at a cost. Importantly, choices at $p^s - p^m = 0$ heavily favored Asset S.

B. Individual Analysis

As participants in the PC conditions repeatedly chose between assets about which they have expressed their beliefs, we can analyze the consistency of their choices across the session. First, we examine the frequency with which each individual participant chose to sacrifice expected earnings to retain or avoid control. Then we analyze the extent to which each individual’s behavior was consistent with a well-behaved decision rule that trades off expected returns for control, and make comparisons across such participants.

The histograms in Figure 8 show the frequency with which participants in the PC conditions opted for Asset S, with the results for the C condition alongside for...
Eighty-four participants from the PC conditions are represented. There is more variance in the selection of Asset $S$ in the PC conditions, principally driven by the varying levels of confidence expressed. With the exception of 1 participant, who chose asset $S$ all 10 times, all participants in the PC conditions chose both assets at least once, with a large majority doing so in 40 percent to 80 percent of the decisions.

Figure 9 categorizes individuals in the PC conditions by the percentage of their decisions that implicated either a preference for or an aversion to control, reflected in choices that were costly according to expressed beliefs. Specifically, for panel A, we divide the number of decisions for which $p^s < p^m$ and the participant chose Asset $S$, by the total number of decisions for which $p^s < p^m$. The spike at zero indicates that most participants chose Asset $M$ whenever $p^s < p^m$. However, the histogram also reveals that quite a few participants chose to retain control in a large percentage of the opportunities for which doing so would violate the $p$-max strategy. In fact, 26 of the 83 participants (31.3 percent) who had at least one opportunity to retain control at a cost, chose to do so at least once. Conversely, we computed for each participant the percentage of decisions in which $p^m < p^s$ for which she chooses Asset $M$. Panel B shows that most participants simply followed the $p$-max strategy in these instances, but 15 people at least once chose Asset $M$ after having stated the belief that it was less likely to pay than Asset $S$.

Computation of Cutoff Strategies.—While Figure 9 shows that quite a few participants in the PC conditions always chose the asset with the higher expected payoff, it also highlights the behavior of the 39 out of 84 who did not adhere to the $p$-max strategy. We next consider the extent to which their behavior is consistent with a

---

17 The horizontal axes in Figure 8 are indexed by percentage, rather than number, of choices to allow more natural comparisons for participants who had one or more choices timed out, and therefore had fewer than ten binary choices represented in our data.

18 After eliminating choices due to time-outs, one subject had only one choice remaining, and another had three. We omit these two subjects from our analysis of individual behavior.

19 This participant took part in the Probability and Choice: Baseline condition, and faced $p^s > p^m$ in each choice. Thus, she never violated the $p$-max strategy, and never had the opportunity to express a positive control premium.
price-sensitive decision rule. We begin by noting that as the difference \((p^s - p^m)\) increases, Asset \(S\) becomes relatively more attractive. If participants trade off a valuation for control, whether positive, zero, or negative, for expected earnings, their choices will be consistent with a cutoff strategy in \((p^s - p^m)\), favoring Asset \(S\) whenever \((p^s - p^m)\) exceeds some cutoff \(\hat{p}\), and choosing Asset \(S\) whenever \((p^s - p^m)\) falls short of \(\hat{p}\). The \(p\)-max strategy corresponds to a cutoff of \((p^s - p^m) = 0\). However, a person willing to pay a premium to retain or avoid payoff autonomy would employ a nonzero cutoff, with \(\hat{p} < 0\) corresponding to a positive premium on control and \(\hat{p} > 0\) corresponding to a negative control premium.

A participant’s behavior is consistent with a cutoff strategy if the minimum value of \((p^s - p^m)\) for which she chose Asset \(S\), which we denote \(p^s_\text{cutoff}\), is no less than the maximum value of \((p^s - p^m)\) for which she chose Asset \(M\), denoted \(p^m_\text{cutoff}\). Sixty-nine of the 84 (82 percent) participants in the PC conditions behaved in a manner consistent with a cutoff strategy. Of the 39 participants who did not adhere strictly to the \(p\)-max strategy, the behavior of 24 (62 percent) was still consistent with a cutoff. Thus, many deviations from the \(p\)-max strategy are consistent with a willingness to pay for control, not merely noise or trembling.

We do not observe cutoffs directly, so we impute them for the 69 participants in the PC conditions with cutoff-consistent behavior. Because the cutoff is bounded by \(p^m_\text{cutoff}\) and \(p^s_\text{cutoff}\), we begin by applying a simple “midpoint rule” that assigns the cutoff to be \(\hat{p} = (p^m_\text{cutoff} + p^s_\text{cutoff})/2\). Figure 10, panel A displays the distribution of cutoffs calculated according to this rule. While the distribution is peaked at 0, it is clearly skewed to the left, and the cutoffs range from \(-0.475\) to \(0.275\) in value. Forty-five participants exhibit a positive control premium, 10 have a cutoff of 0, and 13 have a negative control premium, when cutoffs are calculated in this way.

The top row of Table 2 displays the mean cutoff and the mean conditional on displaying a positive control premium \((\hat{p} < 0)\), calculated using the midpoint rule. The mean cutoff of \(-0.0597\) is significantly less than 0, equivalent to a willingness to relinquish $1.19 of expected return to retain payoff autonomy. Among the 45 individuals exhibiting a positive control premium, the average cutoff is \(-0.1119\), corresponding to a premium of $2.24 on control.

While illustrative, the midpoint rule has the drawback of assigning a nonzero cutoff to some participants who never expressly violated the \(p\)-max strategy. A more conservative approach is to assign a default cutoff of \(\hat{p} = 0\) to all participants who never violate the \(p\)-max strategy, and to use the midpoint rule for those who are consistent with a cutoff in \(p^s - p^m\) but deviate from the \(p\)-max strategy at some point. This “default-zero” rule reassigns a 0 cutoff to 27 participants classified as having a positive control premium under the midpoint rule and does so to 7 classified as having a negative control premium.
Figure 10, panel B shows the distribution of cutoffs computed under the default-zero rule. While 34 participants' cutoffs are reclassified as 0 under this stricter rule, 24 of 69 (34.8 percent) still deviate from 0, with 18 indicative of a positive control premium, and 6 of a negative control premium. The mean and conditional mean cutoffs calculated under the default-zero rule are shown in the second row of Table 2. With more individuals assigned $\hat{p} = 0$, the average cutoff drops to $-0.0308$. Despite this, the difference from zero is still highly significant.

Furthermore, the more conservative cutoff assignment yields a more extreme conditional mean cutoff of $-0.1512$. These cutoffs equate to a willingness to pay $0.62 and $3.02, respectively.

The difference in results between the midpoint and default-zero rules warrants mention. Under the latter, 45 participants have cutoffs estimated to be 0. Of these 45, 19 never faced a choice in which $p^s - p^m = 0$. Of the 26 that did face such a choice, 19 chose Asset S in each case where $p^s - p^m = 0$, two chose Asset M in all such choices, and five chose each asset at least once. Hence, a significant majority of participants whose behavior was consistent with the $p$-max strategy nonetheless always

---

**Table 2—The Mean Individual Cutoff and the Mean Conditional on $\hat{p} < 0$ According to Two Calculation Methods**

<table>
<thead>
<tr>
<th></th>
<th>$\hat{p}$</th>
<th>Observations</th>
<th>$\hat{p}$ given $&lt; 0$</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Midpoint rule</td>
<td>$-0.0597$</td>
<td>68</td>
<td>$-0.1119$</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>(0.0131)**</td>
<td></td>
<td>(0.0136)**</td>
<td></td>
</tr>
<tr>
<td>Default zero rule</td>
<td>$-0.0308$</td>
<td>69</td>
<td>$-0.1512$</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>(0.0110)**</td>
<td></td>
<td>(0.0222)**</td>
<td></td>
</tr>
<tr>
<td>Estimated cutoffs for inconsistent participants$^a$</td>
<td>$-0.0505$</td>
<td>15</td>
<td>$-0.2471$</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>(0.1540)</td>
<td></td>
<td>(0.1509)</td>
<td></td>
</tr>
<tr>
<td>Choice condition [imputed]</td>
<td>$-0.0700$</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Notes: Standard errors in parentheses.

$^a$Cutoff estimates are generated by individual logit regressions for each cutoff-inconsistent individual, with choice of Asset $S$ the dependent variable, and the difference $p^s - p^m$ as the only explanatory variable.

$***$Significant at the 1 percent level.

$**$Significant at the 5 percent level.

$*$Significant at the 10 percent level.
choose Asset S in the case of ties. This residual “weak” preference for Asset S explains the magnitude of the difference in $\hat{p}$ between the two estimation methods.

**Analysis of Cutoff-Inconsistent Participants.**—The 15 participants whose choices are not consistent with a cutoff strategy represent 18 percent of the overall sample. To what extent does their exclusion from the individual analysis affect the conclusions that we draw from it? We answer this question by estimating a cutoff for each of these individuals using a logit regression. The dependent variable is an indicator for having chosen Asset S, and the difference $p^s - p^m$ is the only independent variable. The cutoff estimate is the ratio of the coefficient on $p^s - p^m$ to the constant term. Intuitively, this is the value of $p^s - p^m$ for which the probability of choosing Asset S changes from 0 to 1.

The mean of these cutoff estimates, reported in the third row of Table 2, is −0.0505. This implies indifference between the 2 assets when $M$ is 5 percentage points more likely to pay off and is nearly identical to the mean calculated under the midpoint rule. Unsurprisingly, the mean of these estimates is significantly different from neither the mean cutoff calculated under the midpoint rule ($p = 0.90$ according to a two-tailed Welch’s $t$-test) nor the mean calculated under default-zero rule ($p = 0.79$). Definitive conclusions cannot be drawn from this small subsample, but these estimates do not suggest preferences that are dramatically different from those who follow a cutoff strategy. Thus, there is little evidence that our conclusions from the individual analysis are significantly affected by the exclusion of the cutoff-inconsistent participants.

How do these 15 participants color our understanding of aggregate behavior? In Section IIA, we paid particular attention to the subset of observations for which the difference in expected earnings between the two assets is small. However, out of the 579 observations for which the differences in expected earnings is more extreme ($|p^s - p^m| > 0.10$), there still are a number of deviations from the $p$-max strategy. All 11 such deviations that were consistent with a negative control premium are attributable to cutoff-inconsistent individuals. In contrast, 8 out of 12 extreme deviations that were consistent with a positive control premium came from cutoff-consistent individuals. Furthermore, these 8 deviations were more moderate, with $|p^s - p^m|$ values ranging from 0.11 to 0.25 and having a mean of 0.18, while, in contrast, the 4 observations that were from cutoff-inconsistent individuals had a mean of 0.33. Thus, the observations that are the least consistent with the picture painted by our main aggregate analysis, that of a moderate, stable, and well-behaved preference for control, are generated by the same individuals whose noisy or trembling behavior poses the greatest challenge for our individual analysis.

**Aggregate Cutoff in the Choice Condition.**—As participants in the Choice condition did not express $p^s$ and $p^m$, we can neither calculate cutoffs nor characterize the control premium at the individual level. However, we can make a between-subjects comparison of the choices from the C condition and beliefs from the PC conditions to impute an aggregate cutoff for participants in the C condition. Roughly 65 percent of choices in the C condition favor Asset S. Thus, the thirty-fifth percentile of $p^s - p^m$ in the PC conditions is a reasonable estimate for the average value of
For which participants in the C condition are indifferent between Assets $S$ and $M$. This cutoff value, $-0.0700$, reflects a stronger aggregate preference for control than we calculated from the PC conditions, using both the midpoint and default-zero rules. Thus, both the aggregate analysis and the individual cutoff calculations support our claim that the salience of the expressed probabilities in the PC conditions dampens the expression of the control premium.

C. Comparisons across Conditions: The Effect of Reducing Ambiguity

Next, we compare the control premium across the three Probability and Choice (PC) ambiguity conditions, which illuminates the influence of ambiguity aversion on our results. In Appendix B, we present evidence that the Reduced Ambiguity condition (PCRA) did not significantly affect ambiguity, while the Minimal Ambiguity condition (PCMA) did. Tables 3 and 4 show the same aggregate asset choice and individual cutoff data displayed, respectively, in Tables 1 and 2, but broken down by ambiguity condition. Across the PCB, PCRA, and PCMA conditions, the proportion of choices that favor Asset $S$ remains consistently close to 60 percent. The gap between observed and predicted behavior is 4.4 and 5.8 percentage points ($p = 0.06$ and $p = 0.04$) in the PCB and PCRA conditions, respectively, but drops to a negligible level (0.4) in the PCMA condition. Similarly, among the “close calls” with $|p^s - p^m| \leq 0.10$, the gap increases from 11.9 in the PCB condition to 19.7 in the PCRA condition, but decreases dramatically to 4.8 in the PCMA condition. Thus, while providing information about the Match’s stated beliefs in the PCRA condition does not reduce the control premium, the additional information provided in the MA condition appears to do so.

However, other evidence undermines the conclusion that decreased ambiguity significantly lowers the expressed control premium. First, while choices consistent only with a positive control premium occurred with a slightly higher frequency (12.5 percent) in the PCMA condition than the other two conditions (11.45 percent), choices consistent only with a negative control premium occurred much more frequently (11.7 percent versus 4.27 percent) in the PCMA condition. This is largely driven by the fact that, of the seven participants making multiple choices only consistent with a negative control premium, five participated in the MA condition. In fact, one participant in the MA condition, whose choices were not consistent with a cutoff strategy, makes six such choices, significantly skewing the measured aggregate control premium. Thus, the diminishment of the aggregate control premium
in the PCMA condition is attributable to the behavior of a very small number of participants.

Furthermore, analysis of the individual cutoffs provides no support for the claim that the information provided in the PCRA and PCMA conditions weakens the control premium. Table 4 compares the cutoffs, estimated using both the midpoint rule and the default-zero rule, across the three ambiguity conditions. At the individual level, the average cutoff decreases monotonically—from 4.09 to 6.85 to 7.73 percentage points under the midpoint rule and from 1.84 to 2.14 to 5.80 percentage points under the default-zero rule. This is consistent with a strengthening of the control premium across conditions. Conditional on a negative cutoff, the average control premium rises almost monotonically under both rules as well. This may seem at odds with the aggregate data, however, as mentioned above, a small number of participants frequently choose Asset $M$ when $p^s > p^m$, which counteracts a more widespread, but subtle, preference for Asset $S$, when the choices are pooled. As each subject is represented equally in the bottom panel, the more generally expressed positive control premium is manifest.

### III. Conclusion

As a way of quantifying the desire for control, our experiment directly measures people’s willingness to bet on themselves versus others, while controlling for their subjective beliefs. We find that many people are willing to pay a premium to bet on themselves and that there is an aggregate tendency toward self-reliance that cannot be explained by beliefs, whether well-calibrated or overconfident. We interpret this as showing that many people have an intrinsic preference to control their own outcomes, which would impact the decision to delegate at both the aggregate and individual levels. As delegation can facilitate efficiency and the provision of incentives (Aghion and Tirole 1997), these findings have potentially significant implications across the many domains in both private and public life, including investment, management, and health-care delivery, which involve a decision of whether or not to delegate decisions and actions to others.
What is the precise motivation that drives our findings? One factor that we explicitly consider is ambiguity aversion. Across our three PC conditions, we find mixed results as to whether reducing the differences in ambiguity between Asset $S$ and Asset $M$ reduce the control premium. Because we find no decrease in average individual cutoffs, the more direct and reliable measure of the control premium, as ambiguity decreases, we conclude that the desire for control does exert a significant influence on the choices of many individuals, independent of attitudes toward ambiguity.

However, the control premium is an umbrella term that is consistent with more than one specific motivation and there remains room for interpretation as to what underlies our participants’ preference to bet on themselves. While people may place a premium on payoff autonomy in any context, it is possible that our results were influenced by the betting aspect of our methodology, as it may be more enjoyable to bet on oneself than to bet on someone else. People may like to bet on themselves in the same way they like to bet on (and not against) sports teams that they support. While our research clearly has direct implications for our understanding of delegation decisions in risky environments, more research is necessary to unpack further the motivation driving our results and thus clarify the full range of contexts to which it is most relevant.

The manner in which we incentivize beliefs presents a reason why our method of measuring the desire for control may understate its impact in the field. We use a crossover or lottery mechanism (Allen 1987; Grether 1992; Karni 2009) to elicit probabilities, which avoids bias due to risk attitudes, but introduces a possible bias that would lower the measured value of the control premium. While we focus on an individual’s desire to control her own outcomes instead of ceding that control to another person, she may also prefer control of her own outcomes to ceding control to a random process. Such a “self-random” control premium would bias upward the stated beliefs about one’s own performance that we elicit and therefore bias downward our estimate of the “self-other” control premium. For this reason, our measure should be viewed as providing a lower bound on the control premium’s influence on decisions in the field.

We observe a symmetric distribution of quiz scores (see A.A1), which is consistent with a symmetric distribution of quiz-taking abilities. Given such symmetry, the fact that each quiz question is equally likely to appear in our data as either Asset $S$ or Asset $M$, means that a population of expected-money maximizers with correct beliefs would be expected to choose Asset $S$ in exactly 50 percent of all observations. Using this benchmark, we identify the 64.9 percent rate at which Asset $S$ was chosen in the Choice condition as representing a 14.9 percentage point excess of self-reliance, of which 6.4 percentage points (43 percent)—the gap between 50.0 percent and the $p$-max prediction of 56.4 percent—are due to overconfident beliefs and the remaining 8.5 percentage points (57 percent) are due to the control premium.

This decomposition allows to highlight the potential pitfalls of relying unhesitatingly on choice data to characterize beliefs. We do this by reinterpreting the results

23 If the “other-random” control premium is larger than the “self-random” control premium, then our results overstate the “self-other” control premium. We find this unlikely.
of Hoelzl and Rustichini (2005), who had each participant in their experiment complete a test, then vote either to have her payment determined by whether or not she scored above the median or to have it determined by the outcome of a 50–50 lottery. Participants in their Easy, Money condition voted for the test-based payment 63 percent, rather than 50 percent, of the time, which the authors interpret as evidence of overconfidence in the population. However, if, like in our experiment, 57 percent of the excess self-reliance cannot be attributed to beliefs, then a more appropriate interpretation of their result is that overconfidence explains 5.5 percentage points of deviation from 50 percent, while 7.5 percentage points can only be explained by a desire for control. Thus, careful attention to the influence of preferences versus beliefs in generating self-reliance can yield more sound behavioral and welfare interpretations of experimental results.

**Appendix: Supplemental Results**

A. **Quiz Results**

The 86 participants in the Probability and Choice conditions answered an average of 4.00 out of 10 questions correctly. Those taking Quiz A did better, answering an average of 4.51 (s.e. 0.26) correctly, while those taking Quiz B answered 3.57 (0.21) accurately. Figure A1 shows the distribution of the scores for Quiz A and Quiz B, both of which are single-peaked, and appear relatively symmetric. Medians of 5 for Quiz A and 4 for Quiz B are close to the respective means, and joint skewness-kurtosis tests fail to reject the null hypotheses that both quiz scores are normally distributed \( p = 0.316 \) and \( 0.800 \), respectively.

B. **Ambiguity Manipulation Check**

Table A1 shows logit regressions of whether or not a quiz question was answered correctly on a variety of variables that constitute the information provided to or stated by participants. There is one observation for each probability estimate, \( p^s \) or \( p^m \), so each question is represented twice. The dependent variable is equal to 1 if the target question was answered correctly, and 0 otherwise. \( Self \) is a dummy variable, equal to 1 if the explanatory variable \( p \) represents a self-estimated \( (p^s) \), and 0 if it represents the estimate of a participant’s Match \( (p^m) \). The dummy variables \( p^s(M) \) and \( PT \) denote participants’ viewing of their Match’s \( p^s \), and pretest scores and population success rates, respectively.

An analysis of the regressions presented in Table A1 can yield insight into the ambiguity with which participants regard Assets \( s \) and \( M \). Coefficients on the

---

24 We acknowledge the critique of Benoît and Dubra (2011) and Moore and Healy (2008)—which does apply to Hoelzl and Rustichini (2005)—namely that such evidence is, in fact, consistent with rational beliefs and, moreover, better-than-average data is incapable of showing overconfidence. However, our decomposition can be used to reinterpret the results of any study that quantifies overconfidence by inferring beliefs directly from behavior, including those using methods acceptable in light of this criticism.

25 As the PCMA condition has both of these information sources, and the other conditions neither, we cannot separate the effects of the two classes of information.
Figure A1. Distribution of Quiz Scores, for Quiz A and Quiz B

Source: Graphs by Quiz Type

Table A1—Accuracy of Predictions: Logit Regressions

<table>
<thead>
<tr>
<th></th>
<th>Dependent variable: Correct answer dummy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>$p$</td>
<td>1.036</td>
</tr>
<tr>
<td></td>
<td>(0.233)***</td>
</tr>
<tr>
<td>Self dummy (Self)</td>
<td>−0.235</td>
</tr>
<tr>
<td></td>
<td>(0.210)</td>
</tr>
<tr>
<td>$p \times \text{Self}$</td>
<td>0.227</td>
</tr>
<tr>
<td></td>
<td>(0.281)</td>
</tr>
<tr>
<td>Pretest dummy (PT)</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
</tr>
<tr>
<td>$p'$(Match) dummy [$p'(M)$]</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
</tr>
<tr>
<td>$p \times \text{PT}$</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
</tr>
<tr>
<td>$p \times p'(M)$</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Self $\times \text{PT}$</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Self $\times p'(M)$</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
</tr>
<tr>
<td>$p \times \text{Self} \times \text{PT}$</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
</tr>
<tr>
<td>$p \times \text{Self} \times p'(M)$</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>(0.281)</td>
</tr>
<tr>
<td>Constant</td>
<td>−0.910</td>
</tr>
<tr>
<td></td>
<td>(0.174)***</td>
</tr>
</tbody>
</table>

Note: Standard errors, clustered by subject, in parentheses.

***Significant at the 1 percent level.

**Significant at the 5 percent level.

*Significant at the 10 percent level.
variable $p$ and its interactions show how strongly the probability estimates ($p^s$ and $p^m$) are related to the outcome of correctly answered questions. The coefficient on $p \times p^s (M)$ is insignificant, while that in $p \times PT$ is large and highly significant. Thus, estimates were far better predictors of correct answers in the PCMA condition, but not in the PCRA condition.

No interaction term involving the Self variable is significantly related to correctly answered questions. This suggests that participants predicted their Match’s success just as accurately as they predicted their own, in each condition. We take two observations from these regressions. First, the PCRA condition did not significantly reduce the ambiguity with which participants regarded Asset $M$, while the PCMA condition did. Second, participants were no better able to predict their own outcomes than their Match’s in any condition, suggesting little or no difference in actual ambiguity between Assets $S$ and $M$ in any condition. However, we cannot with certainty rule out differences in perceived ambiguity, which could help generate the control premium.

C. Questionnaire Results

Table A2 shows a number of descriptive statistics: mean total quiz score; mean overconfidence, measured as the sum of the reported probabilities minus the total score; mean frequency of choosing Asset $S$; and the mean cutoff, calculated separately for each of the two rules. These statistics are partitioned according to several
demographic and personality traits: gender, age, the score on the Burger-Cooper (BC) desire-for-control scale, and course of study. No measure of behavior differs dramatically by gender. Younger participants, those scoring lower on the Burger-Cooper (BC) (Burger and Cooper 1979) test, and Business and Economics (B&E) majors score higher on their quiz than do their counterparts. The latter two groups are also less overconfident, but this could be largely caused by regression to the mean. B&E majors have more extreme cutoffs than their counterparts from other majors, but this difference does not achieve significance.26
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